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Medium and Heavy-Duty (MHD) Vehicles

• Part of the US Critical Infrastructure
• Goods transport
• Package delivery
• Emergency services
• School transport
• Public transport

• About six different classes of vehicles 
weighing 14,001 pounds and above

• About 13,000,000 registered trucks and 
buses on road in 2019

This Photo by Unknown Author is licensed under CC BY-SA
This Photo by Unknown Author is licensed under CC BY-SA
This Photo by Unknown Author is licensed under CC BY-SA
This Photo by Unknown Author is licensed under CC BY-NC-ND
This Photo by Unknown Author is licensed under CC BY-SA-NC
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Modern Electronification

Wireless 
entertainment

Long distance 
telematics

Physical 
diagnostics

Mechanical operations controlled by low voltage embedded electronic control units (ECU)
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Layered networking 
standard: SAE J1939

SAE J1939 Documents Layer

SAE J1939-11, 13, 14, 15, 16 Physical

SAE J1939-21 Data-Link

SAE J1939-31 Network

SAE J1939-71, 73, 74, 75, Digital 
Annex

Application

SAE J1939-81, 82, 84 Network 
Management

Controller 
Area 

Network 
(CAN 2.0)



Remote Threats to In-Vehicle Electronics

• Remote access can be obtained through 
open and vulnerable channels [Chec11, 
Mill14]

• Openly available standards can be 
leveraged to craft attacks

• Messages can be transmitted to
• Control vehicle operations
• Disrupt vehicle operations
• Spoof vehicle information to the driver, fleet 

manager, etc.
• Practical attacks have been demonstrated at 

the application and network management 
layer of the SAE J1939 specifications
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State-of-the-art in In-Vehicle Security

Mostly for passenger vehicles

Four directions of research having drawbacks
1.Behavioral anomaly-based

• Current solutions are offline trained
2.Rule-based

• Current solutions use rules based on message content only
3.Sender authentication-based

• Attacks can be security enforcement abiding
4.Specification-based

• Attacks can be security enforcement abiding
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Need for 
security 
research

Remote 
threats

Drawbacks 
of in-vehicle 

security
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Research

Can weaknesses in the data-link layer 
specifications of SAE J1939 be exploited 

to attack in-MHD vehicle ECUs?

Can a system be designed to detect 
network anomalies on an SAE J1939 

network in an online manner?

Can a rule-based system be designed to 
detect threatening SAE J1939 messages 
as they are being transmitted based on 
features other than message content?

Three denial-of-service attacks on the data-link layer 
specifications that can disrupt normal operations of an ECU

An online anomaly-based intrusion detection system that 
• Models network behavior through SAE J1939 specified 

concepts
• Flags abnormal deviations from normal behavior as 

security infringements

A rule-based intrusion detection and prevention system is 
presented that 
• Allows identifying malicious messages using features 

other than message content only
• Is real-time and can be used to disrupt malicious 

messages in transmission

ContributionsAndQuestions
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Abbreviations

CAN ID
Arbitration

Field
Control

Field

Parameter 1 Parameter 2 …

Parameter Group

At least 3-bit 
inter-frame space

Lowest CAN ID wins bus arbitration

Suspect Parameter Number (SPN) 
uniquely identifies a parameter

Trailer
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Parameter 
value

value = (value – offset)/
resolution 

Message Data

SPN Resolution Offset Position Length

SAE J1939 Digital Annex

Position = R.x – S.w

Suspect 
Parameter 

Number (SPN) 
uniquely 

identifies a 
parameter

Length

Message data bytes
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Parameter Group Transmission

• Two types of transmission 
types 

• Periodic
• Most messages on the 

network are transmitted 
periodically

• Ad hoc
• E.g. Request-responses, 

commands

Ad hoc

Periodic
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Pro
toc

ols

Parameter Requesting

Destination-specific
Multipacket Message Transfer

Address Claiming

Carries the 
sender’s 64-bit 

NAME

Carries the 
sender’s 64-bit 

NAME

Carries the 
requested PGN

Of four types
• Positive acknowledgement (ACK)
• Negative acknowledgement (NACK)
• Access Denied
• Cannot respond

Carries the no. 
packet and 

bytes to send

Carries the 
number of and 

next packet 
number to send

Carries the 
sequence no. 
of the packet 

and part of the 
data bytes
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Abbreviations
RTS: Request to Send
CTS: Clear to Send
DT: Data Transfer
EoMA: End of Message Acknowledgment
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Research Trucks

• PACCAR PX-7-powered 2014 Kenworth 
T270 truck

• Readily accessible for experimentation
• Accessed SAE J1939 network description

• 3 ECUs
• Cummins 2350 engine control module

• Hosts engine controller and engine 
retarder applications

• Bendix EC-60 brake ECU
• Allison RDS-2000 transmission ECU

• 250 kbps CAN bus
• 600 RPM idle engine speed

• PACCAR MX-13-powered 2015 Kenworth 
T660 truck

• No physical access
• Access to recorded traffic

• ~ 7 minutes long drive around an industrial 
block

• Included three hard braking events
• 137318 messages
• Five transmitting controllers

• Engine, brake, retarder, cab, diesel 
particulate filter

• 41 unique parameter groups, 35 periodic 
and 6 ad hoc 17
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Attacker Capabilities

• Cannot
• Physically access the truck
• Bypass CAN controller
• Manipulate bits in transit
• Exercise insider capabilities

• E.g. reprogram ECUs

• Can
• Read, interpret and write SAE J1939 messages

• Spoof ECU addresses while sending
• Communicate with ECUs on the same or different 

networks to which they have access to
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Attack Strategies: High Volume Denial-of-service (HVDoS)

Consume the resources available to the ECUs 
through rapid injection of SAE J1939 messages

• Network overload attack [Mill13]
• Gain exclusive access to the bus by sending a high volume of frames with an ID 0 to win as many arbitrations 

as possible

Published Attacks

Description

https://youtu.be/ICl6v8SIjOY
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Attack Strategies: LowVolume Denial-of-service (LVDoS)

Disable ECU services by injecting messages at 
a normal rate

• Address claim attack [Murv18]
• Claim ECU address(es) by sending address claim message with lower NAME value

Published Attacks

Description

https://youtu.be/HE-JZi_nS7I
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Attack Strategies: Command and Control (CnC)

Sending SAE-J1939 defined messages to 
command cyber-physical functions of ECUs

• Engine control attack [Bura16]
• Control engine speed by sending engine control request messages with PGN 0x00000

• Retarder jam attack [Bura16]
• Disable engine retardation by sending 0% torque to the engine retarder in messages with PGN 0x00000 when vehicle 

is at speeds below 30 mph
• Pedal jam attack [Bura16]

• Disable acceleration by sending very low (< 0%) torque to the engine controller in messages with PGN 0x00000

Published Attacks

Description

https://youtu.be/ZfXkDPU3WMQ
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Attack Strategies: Fuzzing

Sending random CAN ID and data bytes sent at high 
rates to understand ECU capabilities and/or invoke 
erratic behavior

• No published instances on medium and heavy-duty vehicles
• Gauges on the instrument cluster moved in an erratic manner on the Kenworth T270 research truck but no 

physical impact noticed

Published Attacks

Description

23
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Classification Method Pros Cons

Sender 
Authentication-
based

• Authenticate messages through 
digital signatures created using pre-
shared keys

No false 
positives

• Resource intensive [Aliw18]
• Unable to detect attacks from 

legitimate but compromised senders
• Introduces communication overhead
• Key management can be challenging

Behavioral 
Anomaly-based

• Learn normal behavior from offline 
collected data

• Flag abnormal deviations from 
normal as attack

Can detect 
unknown (0-
day) attacks

• Does not account for normal behavior 
that is not encountered during the 
training phase [Stac19]

Specification-
based

• Build reference model for normal 
behavior using manufacturer 
specifications 

• Flag deviations from normal as 
attack

Can detect 
unknown (0-
day) attacks

• Unable to detect attacks that obey 
specifications

Rule-based • Create a database of attack 
patterns based on CAN ID and data

• Flag frames as malicious if 
matching patterns are found in the 
database

Low false 
positives

• Not all malicious CAN frames can be 
identified based on their ID and data

25
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Testing Setup 1 (Remote Testbench)

• Setup by collaborators at the University 
of Tulsa

• Configuration
• BeagleBone Black node controllers
• Bendix Electronic Brake Controller (EBC)
• Caterpillar 2000 engine control module 

(ECM)
• Hosts an engine controller and a retarder 

controller application

• Features
• ECM transmitting majority of the messages
• ~ 30% high priority messages on each 

configuration
• ~ 100% high priority traffic transmitted by 

ECM on each configuration

28



Testing Setup 2 (Local Testbench)
• Four variations
• Configuration

• Bendix Electronic Brake 
Controller (EBC)

• Four different engine 
control modules (ECM)

• Each hosts an engine 
controller and a retarder 
controller application

• Features
• ECM transmitting majority 

of the messages
• ~ 50% high priority 

messages on each 
configuration

• ~ 70% high priority traffic 
transmitted by ECM on 
each configuration

Testbed 1

Testbed 2

Testbed 3

Testbed 4

Cummins 
870 ECM

Cummins 
2350 ECM

Caterpillar 
ADEM3 ECM

Caterpillar 
ADEM4 ECM

29
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Hypothesis

• Specification
• All directed requests to an ECU must be 

processed.
• Attack

• Send a high volume of SAE J1939 requests to 
the target ECU

• Expected result
• In an attempt to serve the sent requests, the 

ECU fails to perform regular, more critical tasks 
like transmission of periodic messages
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Testing on Remote Testbench

ECM transmitted cannot 
respond acknowledgements on 

requests

Experiment
Settings

Increase in message count from 
EBC

Decrease in message count from 
ECM

Ob s e r v a t io n s

Rapidly sent 
requests for 
component 
identifier to 

ECM
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On Testbed 1 On Testbed 2

On Testbed 3 On Testbed 4

Line color significance:

Red: On flooding with 
messages of ID 
0000000016

Blue: On overloading with 
valid request messages

Orange: On overload with 
invalid request messages

Green: On flooding with 
messages of ID 
1C00000016

Line shape significance:

Solid: High priority ([0,3]) 
messages

Dashed: Low priority 
([4,7]) messages

Drop in message count from ECM but 
not from the EBC on Request Overload
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Discussion

• High-volume DoS attack
• Effect on the Kenworth T270 research truck

• All transmission from the ECM stopped at 3 millisecond injection interval
• Transmission did not shift gears
• Engine speed remained high

• Possible defense
• Not to process more than a certain number of requests in a millisecond on 

the host
• Requires ECU firmware change

34
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Hypothesis

• Specification
• Exactly one established connection for 

unidirectional transfer
• Connection can be kept open for 1250 

milliseconds by not sending the end of 
message acknowledgment 

• CTS message can be sent to request message 
retransmission

• Attack
• Create multiple spoofed connections
• Keep connections open by 

• Sending CTS at intervals less than 1250 ms
• Not sending of end of message 

acknowledgement

• Expected result
• Denial of legitimate connection attempts to 

the target
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Testing on Remote Testbench

• Malicious node 
(BeagleBone Black) BB1

• Spoofed controller source 
addresses 1116 and 0B16

• Simulated on (BeagleBone 
Black) BB2

Illegitimate 
connection 

initiation

Illegitimate 
connection

data transfer

legitimate 
connection 

refusal

Illegitimate 
connection

keep alive
37



Attack successful 
on Testbed 1

Attack successful 
on Testbed 2

Attack successful 
on Testbed 3

Attack unsuccessful 
on Testbed 4
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Discussion

• Low-volume DoS attack
• Effect on the Kenworth 

T270 research truck
• No physical impact
• Proprietary 

communication can be 
hampered

• Diagnostic sessions can be 
hampered

• Possible defense
• Not to respond to more 

than a certain number of 
CTS retransmit requests

• Requires ECU firmware 
change
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Hypothesis

• Specification
• If multiple RTS messages are 

received from the same source 
address, the most recently received 
shall be considered without notifying 
the sender of the first RTS

• Attack
• Spoof connection creator
• Send second RTS with smaller data 

size 

• Expected result
• Data buffer reallocation and buffer 

overflow
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Testing

• ECUs in either testbed 
did not accept 
connection requests

• Possibly an 
authentication issue

• Vulnerable simulation 
created

• Execution with 
Valgrind memory 
profiler shows heap 
overflow
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Discussion

• Effect on the Kenworth T270 research truck
• No evidence of success

• ECUs did not accept connection attempts

• Basis for test software generation in ECU micro patching
• Challenge problems for multiple ECU micro patching hackathons

• Possible defense
• Mismatching number of bytes and packets in the RTS must be checked before 

reallocation
• Second (falsifiable) RTS can be ignored
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Summary

Research Question

Can weaknesses in the data-link 
layer specifications of SAE 
J1939 be exploited to attack in-
MHD vehicle ECUs?

Contribution

Three denial-of-service 
attacks that utilize protocol 
specifications made in the 
SAE J1939 standards

• Noticeable impacts on 
network communication 
from target ECUs

• Noticeable impact on a 
research truck for first 
two attacks
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Report Precedence Graph

PGN DA SA Parameter 
Values Re p o r t

Message mt

Continuous 
parameter

Di
sc

re
tiz

at
io

n 
of

 v
sp

n

Discrete 
parameter

48



Report Precedence Graph (RPG) = (R, T, L)

Flux Capacity of a node ri

Normalized Graph
Flux Capacity (NGFC)
of the RPG

Edge Weight Skewness (EWS) of the RPG

N o r m a l RPG RPG Un d e r  At t a c k

0.12 0.37

Beh
avi

ora
l Fe

atu
res

-0.113 0.745
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Network Behavior Modelling Through Feature Value Time-Series

Abrupt 
changes during 

attack

• Attack detection 
hypothesis

• Under normal driving 
conditions NGFC and 
EWS time-series are 
usually stationary with 
the possibility of short 
trends 

• But upon malicious 
message injections, 
they exhibit significant 
abrupt changes that 
can be detected

Possibility of 
short trends 

Stationary time 
series during 

normal driving

No abrupt deviation 
during accidental scenario 

like hard braking

Time-series of  Feature Values calculated on 1 sec (Sampling Window) RPGs
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Build RPGSampling window (1 
sec) expired ?

Create and add
report to RPG

Add edge, 
update edge count

Check for attack 

Accumulate feature
values in circular queue
if not attack is detected

Calculate 
feature values

Reinitialize RPG

Check 
for trend in 
time-series

Check  if input 
feature value 

in predicted 
range [Brut2000]
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trainingSetSize

∈ -> {True, False}

If feature value
queues are full

trainingSetSize
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30 second 
Network logs

Attacks

Address claim

Network Overload

Fuzzing attack without data fuzzing

Fuzzing attack with data fuzzing

Request Overload

Engine Control

Execute attacks on
the research truck

Operator
Attack 

Detection 
ProcedureNGFC, EWS, Attack?

Format
Timestamp, 

CAN ID, 
CAN DATA.

Attack ongoing?

Kenworth T270 driven on an 
airstrip

PGN, SA, {(SPN, VSPN)} 

Feature logs

Result logs

Format
Timestamp

NGFC,
EWS

Format
trainingSetSize

HoltsConfidence,
ADFConfidence,

Precision

Experiment Factors
trainingSetSize: 5, 10

HoltsConfidence: 10, 30, 50, 70, 90
ADFConfidence: 10, 30, 50, 70, 90

50 iterations for different experiment configurations

Precision = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑎𝑎𝑓𝑓𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
𝑇𝑇𝑁𝑁𝑎𝑎𝑓𝑓𝑓𝑓 𝑤𝑤𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤

2 logs per attack
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Attack Detection Results For Attack Claim Attack on Kenworth T270

trainingSetSize = 5
trainingSetSize = 10

First Run Second Run

Abnormal 
feature value 

deviations 
during attack

Highest precision 
at 90% 

HoltsConfidence
and 10 

TrainingSetSize

Precision = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑎𝑎𝑓𝑓𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
𝑇𝑇𝑁𝑁𝑎𝑎𝑓𝑓𝑓𝑓 𝑤𝑤𝑁𝑁.𝑁𝑁𝑜𝑜 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
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Attack Detection Results For Network Overload Attack on Kenworth T270

trainingSetSize = 5
trainingSetSize = 10

First Run Second Run

Abnormal 
feature value 

deviations 
during attack

Highest precision 
at 90% 

HoltsConfidence
and 10 

TrainingSetSize

Precision = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑎𝑎𝑓𝑓𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
𝑇𝑇𝑁𝑁𝑎𝑎𝑓𝑓𝑓𝑓 𝑤𝑤𝑁𝑁.𝑁𝑁𝑜𝑜 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
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Attack Detection Results For Fuzzing Attack (Without Data Fuzzing) on 
Kenworth T270

trainingSetSize = 5
trainingSetSize = 10

First Run Second Run

Abnormal 
feature value 

deviations 
during attack

Highest precision 
at 90% 

HoltsConfidence
and 10 

TrainingSetSize

Precision = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑎𝑎𝑓𝑓𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
𝑇𝑇𝑁𝑁𝑎𝑎𝑓𝑓𝑓𝑓 𝑤𝑤𝑁𝑁.𝑁𝑁𝑜𝑜 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
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Attack Detection Results For Fuzzing Attack (With Data Fuzzing) on 
Kenworth T270

trainingSetSize = 5
trainingSetSize = 10

First Run Second Run

Abnormal 
feature value 

deviations 
during attack

Highest precision 
at 90% 

HoltsConfidence
and 10 

TrainingSetSize

Precision = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑎𝑎𝑓𝑓𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
𝑇𝑇𝑁𝑁𝑎𝑎𝑓𝑓𝑓𝑓 𝑤𝑤𝑁𝑁.𝑁𝑁𝑜𝑜 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤

59



Attack Detection Results For Request Overload Attack on Kenworth T270

trainingSetSize = 5
trainingSetSize = 10

First Run Second Run
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Highest precision 
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Attack Detection Results For Engine Control Attack on Kenworth T270

trainingSetSize = 5
trainingSetSize = 10

First Run Second Run

Highest precision 
at 90% 

HoltsConfidence
and 10 

TrainingSetSize

Abnormal 
NGFC 

deviations 
during attack, 

not EWS
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Network logs

Operator
Attack 

Detection 
ProcedureNGFC, EWS, Attack?

Format
Timestamp, 

CAN ID, 
CAN DATA.

Attack ongoing?

Kenworth T270 driven on an 
airstrip and on a cross-country 

trip

PGN, SA, {(SPN, VSPN)} 

Feature logs

Result logs

Format
Timestamp

NGFC,
EWS

Format
trainingSetSize

HoltsConfidence,
ADFConfidence,
False Alarm Rate

Experiment Factors
trainingSetSize: 5, 10

HoltsConfidence: 10, 30, 50, 70, 90
ADFConfidence: 10, 30, 50, 70, 90

50 iterations for different experiment configurations

False Alarm Rate = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
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False Alarm Detection Results For Normal Driving on Kenworth T270

False Alarm Rate = 100 * 𝑁𝑁𝑁𝑁.𝑁𝑁𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤
𝑇𝑇𝑁𝑁𝑎𝑎𝑓𝑓𝑓𝑓 𝑤𝑤𝑁𝑁.𝑁𝑁𝑜𝑜 𝑤𝑤𝑤𝑤𝑤𝑤𝑓𝑓𝑁𝑁𝑤𝑤𝑤𝑤

trainingSetSize = 5
trainingSetSize = 10

Normal Driving on Airstrip Normal Driving During Cross-Country Trip

No abnormal 
feature value 

deviations

Lowest false 
positive rate at 

90% 
HoltsConfidence

and 10 
TrainingSetSize
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High-level Overview of Observations

Less than 4% false positives and 100% detection accuracy 
on most occasions when

• 90% HoltsConfidence
• 10 trainingSetSize
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Summary

Research Question

Can a system be designed 
to detect network 
anomalies on an SAE J1939 
network in an online 
manner?

Contribution

Real-time SAE J1939-based intrusion 
detection system that does not require 
offline training

• Uses time series forecasting using 
minimal historical data to predict an 
interval of expected behavioral 
feature values and compares them 
with the latest values to flag 
anomalies

• 100% detection precision during most 
attack experiments

• Less than 4% false positive rate during 
normal driving experiments
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Detection Feature: Message Content

• Invalid PGN, DA, SA
• For example

• Spoofed source address
• Unsupported PGN used for fuzzing

• Hazardous parameter values
• For example

• Very low torque (less than 0%) request to the engine controller
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Rule Type: Rule

Rule is triggered when 
message of interest is 
being found

Message of interest is 
acted upon if it 
triggers rule and the 
previous k message of 
interest have all 
triggered rule, k being 
>= Threshold -1.

PGN DA SA Parameters

= rule.moi.PGN = rule.moi.DA
if moi.DA is 
specified

= rule.moi.SA 
if moi.SA is 
specified

= {< spn, vspn>} such that 
pf.spn[0] ≤ vspn ≤ pf.spn[1], 
spn = pf.spn ∀ pf ∈ rule.moi.pfs

Identifies
Message of interest
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Example RuleEnforcement

PGN DA SA SPN 
518

0 0 0 -125

Triggers rule

Message of interest

Is acted upon

PGN DA SA SPN 
518

0 0 0 -125

PGN DA SA SPN 
518

0 0 0 -125
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Detection Feature: Transmission Interval

• Messages inserted at very small 
intervals can lead to denial-of-
service (HVDoS)

• For example
• Network overload with CAN ID 0
• Request overload

• Attack is not effective if 
transmission interval is above 
certain value

• Messages transmitted below a 
hazardous interval can be flagged
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Identifies message 
of interest

Rule Type: IRule
Rule is triggered when 
message of interest is 
being transmitted at 
an interval less than 
the specified from the 
previous message of 
interest

Message of interest is 
acted upon if it triggers 
rule and the previous k
message of interest 
have all triggered rule, 
k being >= Threshold -
1.

Identifies 
hazardous interval
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Example IRuleEnforcement

PGN DA SA SPN 
2556

60416 0 249 17

1200 
ms

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA SPN 
2556

60416 0 249 17

1200 
ms

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA SPN 
2556

60416 0 249 17

Triggers rule

Message of interest

Is acted upon

1200 
ms

1200 
ms

1200 
ms
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Detection Feature: Transmission Context
• Some messages can be hazardous when transmitted in certain context

• Address claim or request to unlock door when vehicle is in motion
• 0% torque request when vehicle is at speeds below 30 mph 

• Some adhoc messages can only be transmitted under certain context
• Out of context transmissions used for attack can be flagged

Data collected 
from the 

Kenworth T270

Data collected 
from the 

Kenworth T270

Data collected 
from the 

Kenworth T660

Data collected 
from the 

Kenworth T270

Data collected 
from the 

Kenworth T660

Data collected 
from the 

Kenworth T270
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Formalities of Context

Example Context C: 
• Vehicle speed within [0, 30] km/h
• Electronic brakes pressed i.e. status between [1,1]

• Vehicle speed is active in C if it is within [0, 30] km/h
• Status of electronic brakes is active in C if it is between [1,1]

Context C is active if 
• Vehicle speed is active in  C 
• Status of electronic brakes is active in C
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Identifies message 
of interest

Identifies context

Rule is triggered when 
message of interest is 
being transmitted and 
context is active

Message of interest is 
acted upon if it 
triggers rule and the 
previous k message of 
interest have all 
triggered rule, k being 
>= Threshold -1.

Rule Type: CRule
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Example CRuleEnforcement

PGN DA SA SPN 
563

61441 255 11 1

PGN DA SA

0 0 11

PGN DA SA SPN 
563

61441 255 11 0

PGN DA SA

0 0 11

Triggers rule

Message of interest

Is acted upon

• Parameter “ABS active” 
deactivated

• Context deactivated

• Parameter “ABS active” 
activated

• Context activated
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Rule Actions

• Abstractified in this work
• Possible action strategies

• Raising an alarm
• Message disruption

• Transmission of 6 consecutive 0s 
when bit stuffing is applied

• Event logging
• Vehicle restart

Passed to handler 
at runtime, 

handler must be 
implemented
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Rule Constraints

• If a PGN is used in an MOI object, it 
cannot be used in a NetPFilter
object and vice-versa

• For any MOI object if SA is specified, 
then so should DA

• No two rules of the same type can 
exist without PFilters but with the 
same PGN, DA and SA

• Implies that maximum number of rules 
with the same PGN, DA, SA but no 
Pfilters can be two, one of type 
Rule and another of type IRule
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Keys Values
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Keys Values

Rules with 
PFilters

Rules without 
PFilters
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state
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TRACE state
• Accumulate bits
• Compare with node labels
• Retrieve targets
• Check for attack
• Accumulate targets with rlinks
• Change node if possible
• Cannot trace further ?

• Targets with rlinks
retrieved? 

Attack detected?

…1110 0000111…

Byte 1 Byte 2 Byte 3

BUFFER state
• Accumulate bytes
• Buffered upto

maximum last_byte of 
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• Process 
accumulated 
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YesNo
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accumulated targets?

• Process 
accumulated 
targets with 
rlinks

Start of CAN data

Byte array

SOF

YesNo

TRACE state
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Attack Detection in TRACE State

Check if rule 
is not 
triggered

This and the 
previous 
(threshold – 1) 
messages of 
interest have all 
triggered rule

Assume
rule is 
triggered
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For target in retrieved targets with rlinks

For target in rlink in target.rlinks

Update 
context 

information

Enforce rule if 
possible

rlink.relation = moi ?

Process Retrieved Targets with Rlinks
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For target in retrieved targets with rlinks

For target in rlink in target.rlinks

Update 
context 

information

Enforce rule if 
possible

rlink.relation = moi ?

Process Retrieved Targets with Rlinks
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Check if parameter 
is active

Check if parameter 
is just activated/ 
deactivated

Update active 
parameter count

Maintain 
parameter active 
status

Context Update
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For target in retrieved targets with rlinks

For target in rlink in target.rlinks

Update 
context 

information

Enforce rule if 
possible

rlink.relation = moi ?

Process Retrieved Targets with Rlinks
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Rule Enforcement

Check if message 
of interest

Check if rule 
is not 
triggered

This and the 
previous 
(threshold – 1) 
messages of 
interest have all 
triggered rule

Assume
rule is 
triggered
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Preliminaries
• Analysis question: How many rules can be enforced in the worst-case?

• How many rules without Pfilters can be enforced in the TRACE state?
• How many rules with Pfilters can be enforced in the BUFFER state ?

• Experiment platform: Embedded Automotive Application Development Boards
• Teensy 3.6 

• 180MHz ARM Cortex-M4 processor
• 256 KB of RAM

• Teensy 4.1
• 600MHz ARM Cortex-M7 processor
• 1024 KB of RAM
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Analysis Question

• How many rules can be enforced in the worst-case?
• How many rules without Pfilters can be enforced in the TRACE state?
• How many rules with Pfilters can be enforced in the BUFFER state ?
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• Constant time activities in 
TRACE state

• Rules without Pfilters are 
accessed via np_canrules

• Maximum 2 np_canrules per 
Target

• Finish in less than 2 
microseconds when 2 
np_canrules are accessed

• 2 microseconds is the bit-
width on a 500 kbps CAN bus

• Real-time irrespective of the 
number of rules

TRACE state activities

Analysis
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Analysis Question

• How many rules can be enforced in the worst-case?
• How many rules without Pfilters can be enforced in the TRACE state?
• How many rules with Pfilters can be enforced in the BUFFER state ?
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Create 2 inputs such that 
• Block a is executed for the first 

input and block b for the 
second

• Blocks are repeated n times
• Loops are executed p times
• Blue lines are executed

loop

loop

Execution time > 
96 microseconds

n ++

Record 
<p, n> 

p = 1

p ++

No

Yes

p > 32?
NoYes

Process retrieved targets with rlinks (targets)

Analysis Methodology

Execute algorithm with input i

Block a

Block b

i < 2

n = 0

i++
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Analysis Results
Experiment on Teensy 3 .6  @ 180MHz ARM
Cortex-M4 processor and 256 KB of RAM

Experiment on Teensy 4 .1  @ 600MHz ARM
Cortex-M7 processor and 1024 KB of RAM

• Theoretical worst-case
• 5 and 33

• Maximum number of 
parameters in an SAE J1939 
message can be 32

• Worst-case on research trucks
• 9 and 63

• Maximum number of 
parameters carried by a 
message on the Kenworth 
T270 is 17

• 13 and 89
• Maximum number of 

parameters carried by a 
message on the Kenworth 
T660 is 12

• Worst-case for rule database 
to detect known attacks

• 72 and 457
• Example rules reference one 

parameter per message

(n)

(n)

(p)

(p)
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105



Ex
per

im
ent

 Re
sul

ts (
Re

qu
est

 Ov
erl

oad
 At

tac
k 

De
tec

tio
n)

Attack message

106



Ex
per

im
ent

 Re
sul

ts (
Att

ack
 De

tec
tio

n)

Attack message

Engine control attack from body controller

Very low torque request to engine controller (Pedal Jam Attack)

Connection exhaustion attack from a diagnostic tool on engine controller

Network overload attack

0 % torque request to the engine retarder when the vehicle speed <= 30km/

Engine control attack from ABS controller

Address Claim attack on engine controller
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Attacks

Engine control request from body controller

Very low torque request from engine controller (Pedal Jam)

Request overload on engine controller

Connection exhaustion from a diagnostic tool on engine controller

Network overload

Address claim after vehicle speed has reached 5 km/h

Engine control request from ABS when it is not active

0% torque request to engine retarder when a low vehicle speed 
(Retarder Jam)
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Network logs

Compose rules to
detect the attacks

Simulator
Attack detected?

Output logs
Format

CAN ID, CAN DATA, Attack Detected?

Format
CAN ID, CAN DATA

Kenworth T270 driven on an 
airstrip

Kenworth T660 driven around 
an industrial block

Attack 
Detection 
Runtime 

Approach
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Preprocessing
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Experiment Results (False Alarm Generation)

False Alarms on the Kenworth T270 Log

False Alarms on the Kenworth T660 LogFlagged message

Flag all
engine
control

requests
from ABS
when it is 
not active

False alarms due 
to delayed context 
updates may be 
handled by
• Increasing the 

rule threshold
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Experiment Results (False Alarm Elimination)

Flagged message

Flag all
engine
control

requests
from ABS
when it is 
not active

False alarms 
due to 
delayed 
context 
updates 
handled by 
increasing the 
rule threshold 
to 10
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Summary

Research Question

Can a rule-based system be 
designed to detect 
threatening SAE J1939 
messages as they are being 
transmitted and mitigate 
their effect based on 
features other than 
message content only?

Contribution
A rule-based intrusion detection 
and prevention system that 

• Allows identifying malicious 
messages based on features 
other than message content 
only

• Is real-time for a certain number 
of rules and can be used to 
disrupt malicious messages in 
transmission
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Conclusion
Topic

•SAE J1939 specific cyber security for medium and heavy-duty vehicles

Research questions
•Can weaknesses in the data-link layer specifications of SAE J1939 be exploited to attack in-MHD vehicle ECUs?
•Can a system be designed to detect network anomalies on an SAE J1939 network in an online manner?
•Can a rule-based system be designed to detect threatening SAE J1939 messages as they are being transmitted and mitigate their 

effect based on features other than message content only?

Contributions
•Three denial-of-service attacks on the data-link layer specifications
•A online anomaly-based intrusion detection system 
•A real-time rule-based intrusion detection and prevention systems that can identify messages that cannot be flagged based on 

message content only

Learning
•SAE J1939 specifications can be leveraged to design both offensive and defensive security solutions for medium and heavy-duty 

vehicles
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Future Works

Extending to Other Areas of Interest
• Protocol specifications of other types of networks can be exploited 
• Defensive solutions are high-level: may be deployable on other types of networks

Remote Testbenches and Generation of Research Data
• Outsourcing on research equipment's
• Reconfigurable testbench
• Network data dissemination for research and rule-generation

Hybrid Detection and Prevention Systems
• Detect unknown (0-day) attacks as well as known attacks
• Leverage context to detect and suppress false alarms 
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10.1145/3300183.
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Veh., vol. 14, no. 3, Aug. 2021, doi: 10.4271/02-14-03-0026.

•Mukherjee, S. and Daily, J. (2021), Towards a Software Defined Truck. INCOSE International Symposium, 31: 1019-1034. 
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State-of-the-art in In-Vehicle Security

• Sender agnostic message processing
• Compromise of legitimate sender

Sender authentication-
based

• Current solutions offline trained
Behavioral Anomaly-

Based  IDPS

• Attacks can be specification abiding
Specification-Based 

IDPS

• Current solutions use rules based on message content 
onlyRule-Based IDPS

** IDPS: Intrusion Detection and Prevention Systems

Drawbacks
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Review of In-Vehicle Security Solutions: Cryptography-based

Authenticate messages through digital 
signatures created using pre-shared keys

• No false positives

• Resource intensive
• Unable to detect attacks from legitimate but 

compromised senders

• Introduces communication overhead
• Key management can be challenging

• CAN specific
• Generate digital-signature from CAN ID and 

Data [Groz17, Kura24]

• SAE J1939 specific
• Generate digital-signature from SE J1939 

message fields [Jich22, Murv18]

General Method Pros

Published Works Cons
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Review of In-Vehicle Security Solutions: Anomaly-based

• Learn normal behavior from offline collected 
data

• Flag abnormal deviations from normal as 
attack

• Can detect unknown (0-day) attacks if it 
causes significant deviations from normal 
behavior

• Does not account for normal behavior that is 
not encountered during the training phase 
[Stac19]

• Voltage-based
• Flag abnormal voltage usage [Cho17, Choi18]

• Periodicity-based
• Flag aperiodic transmissions [Tayl15, 

Moor17,Song16, Mill14,Cho16]
• Parameter-based

• Predict parameter values using contextual 
information and compare actual value with 
predicted [Nara16]

• SAE J1939 specific [Shir20, Shir22] 

General Method Pros

Published Work Cons
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Review of In-Vehicle Security Solutions: Specification-based

• Build reference model for normal behavior 
using manufacturer specifications 

• Flag deviations from normal as attack

• Can detect unknown (0-day) attacks if they 
violate specifications

• Unable to detect attacks that obey 
specifications

• Logical Expression-based
• Convert manufacturer specifications to logical 

expressions and evaluate them on a host ECU 
[Stud15]

• Finite automation-based
• Convert manufacturer specifications to finite 

automaton and flag abnormal transitions 
[Lars08]

• No SAE J1939 specific-method

General Method Pros

Published Work Cons
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Review of In-Vehicle Security Solutions: Rule-based

• Create a database of attack patterns based on 
CAN ID and data

• Flag frames as malicious if matching patterns 
are found in the database

• Low false positives

• Not all malicious CAN frames can be 
identified based on their ID and data

• CAN ID-based
• Compare CAN ID with pre-defined whitelist or 

blacklist [Boud16, Daga17, Ansa17, Mats12, 
Abbo21]

• CAN data-based
• Inspect CAN data for specific byte patterns 

[Ujji16, Lena21]

• No SAE J1939 specific-method

General Method Pros

Published Work Cons
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If PF < 240
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Else
PF = bits 11-18 of PGN
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CAN ID
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Field
Control

Field

Parameter 1 Parameter 2 …

Parameter Group
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value

value = (value – offset)/
resolution 

Message Data

SPN Resolution Offset Position Length

SAE J1939 Digital Annex

Position = R.x – S.w

Suspect 
Parameter 

Number (SPN) 
uniquely 

identifies a 
parameter
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Advances in Testing on Local Testbench
Unanswered questions from previous experiment New experiment methods

Was the drop in count was because of a request 
overload or messages losing arbitration to higher 
priority request messages?

• Rapidly send three different IDs and observe the 
effect: 0000000016, 1C00000016, 1CEA000016

• Drop in ECM traffic due to the last message but not 
on the second last, implies request overload is 
successful
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successful

Did the rate of injection of the request messages had 
any relation with the effect of the attack?

• Vary the rate of injection between 0.1 to 1 
milliseconds and observe the effect
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any relation with the effect of the attack?

• Vary the rate of injection between 0.1 to 1 
milliseconds and observe the effect

Was the sensor simulator was dropping any messages 
while forwarding traffic to and from the engine 
controller?

• Local testbench does not include the sensor 
simulator forwarding device

Unanswered questions from previous experiment New experiment methods

Was the drop in count was because of a request 
overload or messages losing arbitration to higher 
priority request messages?

• Rapidly send three different IDs and observe the 
effect: 0000000016, 1C00000016, 1CEA000016

• Drop in ECM traffic due to the last message but not 
on the second last, implies request overload is 
successful

Did the rate of injection of the request messages had 
any relation with the effect of the attack?

• Vary the rate of injection between 0.1 to 1 
milliseconds and observe the effect

Was the sensor simulator was dropping any messages 
while forwarding traffic to and from the engine 
controller?

• Local testbench does not include the sensor 
simulator forwarding device

Does requesting a parameter group that is not present 
with the engine controller have any effect on the 
output traffic?

• Send requests for valid and invalid parameter 
groups and observe the effect

Unanswered questions from previous experiment New experiment methods
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Example Rules and Their Enforcement

PGN DA SA

0 0 33

PGN DA SA

0 0 33

PGN DA SA

0 0 33

PGN DA SA SPN 
518

60416 0 249 0

PGN DA SA SPN 
518

60416 0 249 0

PGN DA SA SPN 
518

60416 0 249 0

R1

R2

R1

R2

Triggers rule

Message of interest

Acted upon
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Example Rules and Their Enforcement
PGN DA SA

59904 0 *

PGN DA SA

59904 0 *

PGN DA SA

59904 0 *

4 ms 3 ms

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA

0 0 0

PGN DA SA

0 0 0

PGN DA SA

0 0 0

4 us 3 us

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA SPN 
2556

60416 0 249 17

PGN DA SA SPN 
2556

60416 0 249 17

R1

R2

R3

R1

R2

R3

1200 
ms

1200 
ms

1200 
ms

1200 
ms
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Example Rule Enforcement
PGN DA SA

60928 * *

PGN DA SA

60928 * *

PGN DA SA

60928 * *

R1

R2

R3

R1

PGN DA SA SPN 
84

65265 255 0 2560

PGN DA SA SPN 
84

65265 255 0 2560

PGN DA SA

0 0 11

PGN DA SA

0 0 11

PGN DA SA

0 0 11R2

PGN DA SA SPN 
563

61441 255 11 0

PGN DA SA SPN 
563

61441 255 11 1

R3
PGN DA SA SPN 

84

65265 0 249 1280

PGN DA SA SPN 
84

65265 0 249 125

PGN DA SA SPN 
518

65265 0 249 125

PGN DA SA SPN 
84

65265 0 249 125

PGN DA SA SPN 
84

65265 0 249 125

128



PGN DA SA Rule Relation Indexes

• Temporary Lookup Table: 
PGN × DA × SA → Rule × {moi, context} × Indexes

• ∀x ∈Indexes[c], c is a record in the temporary 
lookup table

• Empty if Relation[c] = moi
• Otherwise,

• x ∈ 𝑧𝑧+ and 
• Rule[c].context[x].PGN = PGN[c], 
• Rule[c].context[x].DA = DA[c], 
• Rule[c].context[x].SA = SA[c]

Temporary Lookup Table Generation
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CANRuleGeneration

• threshold, interval and action are copied from the parent rule

• max_ncc = cardinality of the context relation

• value = [(Value[i]-offset)/resolution for i in 0..1]

• t_bytes, t_bits, t_masks, first_length derived from the parameter 
placement notation R.x – S.w

• R.x – S.w, offset and resolution obtained by querying the SAE J1939 digital 
annex using the SPN

8 7 6 5 4 3 2 1 8 7.. 8 7.. 8 7.. 8 7.. 8 7 6 5 4 3 2 1

SR S - 1R + 1 ……….

t_bytes

x w

1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 0

t_bits

t_masks

last bit

8 7 6 5 4 3 2 1

x,w

R, S

t_bits

t_bytes
last bit

1 1 1 1 1 1 0 0

first_length = 8 – x +1

first_length = last bit – x  +1
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Priority EDP DP PF PS SA

*** 0 0 00000000 00000000 ********

PGN = 0000016 DA = 0016

Identifier SRR IDE Identifier ext. RTR

***00000000 1 1 0000000000******** *

002002016 C0016

SAE J1939 PDU

CAN Arbitration Field

* = Don’t care

Arbitration Field 
String Generation

Key Value 131



Key Value

Radix Tree 
Generation
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Rules with 
PFilters

Rules without 
PFilters

Key Value

Target Generation

Last data byte 
after which rules 
can be processed
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Runtime Approach Walkthrough
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Interrupt-based CAN Controller Signal Interpreter [Camp21]

• Interrupts are set to be fired on 
change of signal-level

• Output
• pulse width: number of bits in pulse
• signal-level: 0 or 1
• starting bit index in the CAN frame: 

1 (if SOF) or greater 
• Stuff bits are ignored
• Pulse with single stuff bit is not 

returned
pulse width = 

difference in microseconds 
between two consecutive interrupts/

bit-width in microseconds

kth signal-level = ! (k-1)th signal-level

1st pulse:
bit index= 1,
signal-level = 0

bit index of kth (k > 1) pulse = 
bit index of (k – 1)th pulse + 
pulse width of (k -1)th pulse
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Bit 
accumulation

Select 
next 

node ?

Value 
match ?

Target accumulation and attack detection Node change

value2 = 110000011
length = 9

1 1 1 0 0 0 0 0 1 1 1

po
s

po
s

po
s

en
dp

os

en
dp

os

en
dp

os

val2 = 110000011

overlapoverlap overlap

value2 = 0000011
length = 7

value2 = 110000011
length = 9

nodepos node_endpos

node

0
1Target t

value2 = 110000011
length = 9

value2 = 0000011
length = 7

value2 = 110000011
length = 9

0
1 node

val2 = 0
nodepos

Tree Tracing
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Parameter 
value

value = (value – offset)/
resolution 

Message Data

SPN Resolution Offset Position Length

SAE J1939 Digital Annex

Position = R.x – S.w

Suspect 
Parameter 

Number (SPN) 
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identifies a 
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FieldFilterPlacement-Related Field Derivation

• value = [(Value[i]-offset)/resolution for i in 0..1]
• t_bytes, t_bits, t_masks, first_length derived 

from the parameter placement notation R.x – S.w
• R.x – S.w, offset and resolution obtained by querying the 

SAE J1939 digital annex using the SPN
8 7 6 5 4 3 2 1 8 7.. 8 7.. 8 7.. 8 7.. 8 7 6 5 4 3 2 1

SR S - 1R + 1 ……….

t_bytes

x w

1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 0

t_bits

t_masks

last bit

8 7 6 5 4 3 2 1

x,w

R, S

t_bits

t_bytes
last bit

1 1 1 1 1 1 0 0

first_length = 8 – x +1

first_length = last bit – x  +1

t_masks
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Runtime getvalue(buffered data bytes, fieldfilter)
• If R = S 

• Apply t_masks[0] to the t_bytes[0]th

data byte and return it after right 
shifting by t_bits[0] -1

• Else
• Apply t_masks[1] to the t_bytes[1]th

(i.e. Sth) data byte and assign it to a 
temporary variable after right shifting 
by t_bits[1] -1. 

• Then append (using left shift and 
bitwise OR) the bits of bytes S -1 
through R+1 to the temporary variable 
in that order. 

• Finally, we apply t_masks[0] to the 
t_bytes[0]th (i.e. Rth) data byte and 
append it to the temporary variable 
after right shifting it by t_bits[0] -1 and 
left shifting the temporary variable by 
first_length. 

8 7 6 5 4 3 2 1 8 7.. 8 7.. 8 7.. 8 7.. 8 7 6 5 4 3 2 1

SR S - 1R + 1 ……….

t_bytes

x w

1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 0

t_bits

t_masks

8 7 6 5 4 3 2 1

x,w

R, S

t_bits

t_bytes
last bit

1 1 1 1 1 1 0 0

first_length = 8 – x +1

first_length = last bit – x  +1

t_masks
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• MCU: Microcontroller Unit
• CAN: Controller Area Network
• PDU: Protocol Data Unit
• PGN: Parameter Group Number
• DA: Destination Address
• SA: Source Address
• RTS: Request to Send
• CTS: Clear to Send
• DT: Data Transfer
• EoMA: End of Message Acknowledgment
• Pr: Priority
• DP: Data Page
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Abbreviations
• PF: PDU Format
• PS: PDU Specific
• SOF: Start of Frame
• SRR: Substitute Remote Request
• IDE: Identifier Extension
• RTR: Remote Transmission Request
• DLC: Data Length Code 
• CRC: Cyclic Redundancy Check
• ACK: Acknowledgment
• EOF: End of Frame
• EDP: Extended Data Page
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